Chapter 6 homework and partial answers
1) (Exam short answer question) Consider the simple linear regression model of Yj = (0 + (1xj + (j for j = 1, …, n and (j ~ i.i.d. N(0, (2).  Model-based resampling is performed using the following model: 
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.  Make sure to show your steps with justifications.  Please note that you can use results derived in the lecture notes already and simply state them (other than the exact values of 
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Let 
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.  Note the following:
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 where the lecture notes shows 
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 from the lecture notes
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Then 
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Note that the 
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 (p. 71 of Neter, Wasserman, and Kutner, 1990) so we get very similar results just like what happened with the variance of 
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 in the lecture notes.  
2) (Exam short answer question) What is an advantage to using case-based resampling for regression models instead of model-based resampling?  What is an advantage to using model-based resampling for regression models instead of case-based resampling?  Explain your answers.    

Case-based resampling does not assume constant variance.  Model-based resampling does unless some adjustments are made to the procedure (see Section 6.2.6).  

Model-based resampling always uses the observed explanatory variable values in each resample (“design” is the same).  Designs may be different for case-based resampling since some explanatory variable combinations appearing in the original sample may not appear in a resample (remember that (y, x1, …, xp) are resampled WITH replacement).  
1
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