Web-based Supplementary Materials for
“A mixed effects Bayesian regression model for multivariate group

testing data”

Web Appendix A: Full conditional distributions

The full conditional distributions used to construct our posterior sampling algorithm are given

below:

lN/id | {Q(_d), Z,0 ~ Bernoulli(p},),
wi | Yi, 8, a,b), R~ TN(n;, R, Ly, Uy),
Bo |w, A a, b, R, v~ N(pug, Xp),
Na | w, B, X—ey,a, b, R, wig ~ TN{pr,, wiq, J/Q\Mwld, 0,00},
alw,B,A\b R~ N(u,, X,)
by |w,B8,Aa,R ~ N(tp,, Xb,),

Ura | w, A a, b, R, v(_ra), 7., ~ Bernoulli(p,,,),

wyg | w, B, A—p,a,b, 7y, ~ Bernoulli(py,,),
To,q|Ura ~ Beta(a, + vpa, by + 1 — v,q),

(
Tuyg|Wia ~ Beta(ay + wra, by + 1 — wyq),
Se(m):d | Z,? ~ Beta(a} (m):d> e(m) 2

(aj,

Sp(m)d | Z,\N( ~ Beta(ap,).q: Upimya)

where the specific form of the parameters of these distribution are provided below. To present
these specific forms, we make use of the following notation: X; = @ x},;, T; = &2 t,,

—_— D _ mnD _ / Y _ /
A=3] As, A=d7 Ay, v=(v],...,v)), and vg = (V14, ..., Upya)

Full conditional of ﬁd: From the joint distribution of the observed testing outcomes and



the individuals’ latent statuses, which is given by

(2.9 10) =TT TT TT {57401~ Saoma ) {55500 ™}

d=1m=1j€L,,

N
X Hw(\?i | B,A,a,bg;), R),

it is relatively easy to see that the full conditional distribution of Ed is Bernoulli. In particular,

?;d | \?i(_d), Z,0© ~ Bernoulli(p},), where \?i(_d) is the vector 3?1 with the dth element removed,

Pig = Piar/ (Pigo + Pig1), and

Z _7.
i = pia [ [ So20(1 = Seya)' =%

JEA;
. 3 I(s4ja>0) -z 1(sija=0)
i = (L= pa) [T {82230 = Sy} (=878, 0} |
JEA;
In the expression above p;q = 7T( 9 | B, A a, b, R), ?i(d) = (ﬁl,...,ﬁd = 1,...,37“3)’, the

index set A, = {j: i € P;} keeps track of which pools the ith individual was a member of,
Sijd = Y reP; i Y,/d, and if j € Z,, then S .q = Se(m).q and Sp..qa = Spim).a-

Full conditional of w;: By inspecting the following joint distribution

D M . -Zjq
w2, ,w | ©) o [T TT TT {701 — Seoma) %} {50540~ Syoma?}

d=1m=1j€Ly,

5 —1/2 1 /
LTI ep { 5o~ R }waz
one can easily see that the full conditional distribution of w; is multivariate truncated normal
with mean 7);, covariance matrix R, lower truncation limits L; = (L;1, ..., L;p)’, and upper
truncation limits U; = (Uyy, ..., U;p)’, such that the truncation region for the dth dimension is

given by L;; = 0 and U;g = oo if }N/id =1 and by L;y = —o0 and Uy = 0 if EN/M =0; i.e.,
w; | ?iaﬁa A; Qa, b(l)7 R ~ TN{T’M R7 Lia UZ}

Full conditional of 3: The full conditional distribution of 3,4 is degenerate at 0 if v,.q = 0,

while the nonzero elements of 3, say 3,,, have the following normal full conditional distribution

IB'U | w,A,a,b,R,'U, ~ N(IJ’57 Eﬁ)?



where the mean and covariance matrix are

N

Bg = (@(v)_l + ZXi(v)’R_lXi(v)) X ZXi(v)’R_lw,gi

i=1
N ~1
Y5 = (@@)1 + ZXi(v)’RlXi(v)> ,
i=1
and ® = diag(¢?;;r = 1,...,pa,d = 1,..., D), ®(v) is the matrix that is formed by retaining
the rows and columns of ® that correspond to the non-zero elements of v, X;(v) is the matrix
that is formed by retaining the columns of X; corresponding to the non-zero elements of v,

Full conditional of \;;: To present the full conditional distribution of A4, we first introduce
a new set of notation. For the ith individual define a ¢4 x 1 vector e;; whose [th element
is tigbiyar + tia Zf;il b(iyamQdim, Where t;g is the [th element of t;4, bya is the [th element
of b)e, and agyyy, is the (I, m)th entry of Ay, Construct E; = @l e}, Based on this new
notation, we can succinctly express the full conditional distribution of A;4, which is the ¢th
element of A. In particular, the full conditional distribution of )\;; is degenerate at 0 if w;; = 0,

and when w;; = 1 the full conditional is given by
)\ld ’ w, /87 )‘(75)7 a, b7 R> Wiqg ~ TN{/L/\M? Oil(ﬁ 07 00}7

where the mean and variance are
N -1 N
Hxg = (1/{,” + Z Ef R_lEf) X Z Ef R_lwili
i=1

=1
N -1
0} = (1/\Ilg@+ZEf R1E5> .
=1

In the expressions above Ef denotes the fth column of E;, Wy, is the /th diagonal element
of = diag(¥%;l = 1, qayd = 1,..., D), wi,; = w; — XiB — BNy, ET? is the matrix
that remains after removing the £th column of E;, and A(_y) is the vector that remains after

removing Ay from A.

Full conditional of a: To present the full conditional distribution of a, we first introduce a

new set of notation. Define the qq % (g4 —1)/2 vector wig = (bgaAambiam; 1 =1, ...,qa —1,m =

3



[+1,...,q2) and construct U; = &2 u},, where biya is the Ith element of b)g, Adp, is the
mth element of Ay, and t;4,, is the mth element of t,;. The linear predictor of our model can

then be re-expressed as
Nia = Xig3 + ti;Aqb(iya + ujzag.
Given this observation it is easy to see that the full conditional distribution of a is given by
alw,B,A\b,R~ N(pa,£,)

where the mean and covariance matrix are

N -1 N
o = (cl +) U§R1U1»> X (clm +) UQR%Q)
=1 =1
N -1
3. = (c—l +) U;R*Uz) ;
=1

and w};, = w; — X;08 — T;Ab(;), C = diag(C,,...,Cp), and m = (my, ..., mp)".

Full conditional of by: Define the index set S, = {i : by = by}; ie., the index set of

individuals who visited site k. Then the full conditional distribution of by, is given by
bk ’ w>/67 >‘7 a, R ~ N(ka> Ebk)>

where the mean and covariance matrix are

—-1

1€Sy 1E€ES)

-1
b, = (1 +> A’AT;R‘lTiAA> :

1€SK

and wy ; = w; — X;0.

Full conditional of v,;: Under the Dirac spike, v should be sampled from its marginal

posterior, which is obtained after integrating over 3; i.e.,
w(v|wxabRom) xaleln) [7(2Y.0 | ©)(3]v)3

x m(v|T)m(w | A, a, b, R, v),



where 7, = (7, ;7 =1, ..pg,,d =1, ..., D) and

} |

Here, ®(v), X5, pg, and wj; are defined in the full conditional of 3 outlined above. It is worth

noting that if v = 0, then this marginalized likelihood reduces to exp { -1 Zf;l wg/iR_lwgi}.

N
1 /
m(w | Aab,R,v) o [@(0)|[Ss] 2 exp {—5 [2 R Wk — 1 g

i=1

Thus, it is easy to see that the full conditional distribution of v,4, after marginalizing over 3,
is Bernoulli, with success probability p,, ,; i.e., v;q | w, X, a, b, R, v(_yq), T, ~ Bernoulli(p,,,),
where v(_,q) is the vector v after removing the rth element of vg and

m(w | A a,b, R, v(_ra), Vra = )70,
W(w ’ A) a7 b7 R‘? v(_T’d)J UTd = 0)<1 - Tvrd) + Tr(w | A’ a7 b7 R, ,U(_Td)’ UT‘d - 1>T1}Td |

pvrd =

Full conditional of w;;: Under the Dirac spike, w;y should be sampled from its marginal
posterior, which is obtained after integrating over \;; the fth element of A; that is, sample

from
W(wz(i | wHB7A(7€)aaaba7—wld) X W(wld|Twld) /W(Z,{Cw \ @)W()\ld \ wld)d)\ld
X 7T(U]ld|7'wld)7T(w | /67 A(—€)7 a, b7 wld))

where A(_y) is the vector A with Ajg removed and

O30 (1 = D413,/ 02)) RS
(w | B, A(—E), a, b, wyq) o Aua lbzd/?/\ld Aua €xp {—5 [Z w;giR_lw;gi - Mild/a?\ld] } .
=1

Note, here all notational conventions developed to express the full conditional distribution

of A are adopted. Note that when w;,; = 0, then this marginalized likelihood reduces
to exp{—%Zi]\il wi;iR_lwﬁﬂ}. Thus, it is easy to see that the full conditional distri-
bution of wyy, after marginalizing over A4, is Bernoulli, with probability p,,,; i.e., wyq |

w, B, A(—p),a,b, 7y, ~ Bernoulli(p,,, ), where
7T<w ’ ﬁ? A(*Z)a a, b7 Wig = 1)7—de
7T(w | 167 A(—f)v a, b7 Wig = O)(]- - Twld) + W(w | 18’ A(—E)v a, ba Wig = 1)Twld ‘

pwld -

Full conditionals of testing accuracies: The full conditionals for Se,).q and Spi,).q are

given by

Se(m):d | Z7 Y ~ Beta(aZ(m):d7 Z(m) d)

Sp(m):d | Z7 Y ~ Beta(a’;(m):d’ b;(m):d)’



where

@ nya = Getmpa+ O ZiaZsa,

J€Im

O mya = bemya + Y (1= Zja) Zja,

JE€Lm

a;(m):d = p(m):d + Z (1 = Zja)(1 = Zja),

JELm

Oymya = bpmy:a + D, Zja(l = Zja).

J€Lm



