MLE non-convergence example using J. B. Lang’s gllm function

To illustrate the convergence problem in the simplest example with 2 MRCVs, we have included here an in-depth illustration to further show when maximum likelihood fails.  For the I = J = 2 type I error simulations, with Y1 vs. Y2 and W1 vs. W2 odds ratios both set at a level of 2 and n = 100, below is one data set generated under simultaneous pairwise marginal independence (SPMI) where convergence was not reached.  

	W1
	W2
	Y1
	Y2
	Observed
count
	Multinomial MLE 
at iteration 150

	0
	0
	0
	0
	15
	0.1709

	0
	0
	0
	1
	9
	0.0868

	0
	0
	1
	0
	1
	0.0070

	0
	0
	1
	1
	3
	0.0189

	0
	1
	0
	0
	18
	0.1790

	0
	1
	0
	1
	10
	0.0785

	0
	1
	1
	0
	0
	0.0000

	0
	1
	1
	1
	1
	0.0353

	1
	0
	0
	0
	7
	0.0707

	1
	0
	0
	1
	3
	0.0458

	1
	0
	1
	0
	2
	0.0116

	1
	0
	1
	1
	2
	0.0087

	1
	1
	0
	0
	19
	0.1699

	1
	1
	0
	1
	8
	0.0923

	1
	1
	1
	0
	1
	0.0111

	1
	1
	1
	1
	1
	0.0154


For example, there are 15 out of 100 in the sample which did not pick any of the item responses.  Using model (2.1) in the paper (i.e., the model under SPMI), a maximum of 150 iterations are used to find the maximum likelihood estimates for the multinomial probabilities.  Below are the model predicted odds ratios after 150 iterations of the maximum likelihood estimation algorithm.

	
	Y1
	Y2

	W1
	1.0399
	0.9998

	W2
	0.9613
	1.0002


Under model (2.1), these predicted odds ratios should all be 1!  The last few iterations of the likelihood ratio statistics (measuring the fit of the model versus the saturated), produce the following.

	Iteration
	Likelihood ratio 
test statistic
	Absolute difference between 
successive iterations

	145
	6.453081
	

	146
	6.378695
	0.074385

	147
	6.453069
	0.074374

	148
	6.378682
	0.074387

	149
	6.453058
	0.074376

	150
	6.378670
	0.074388


The table shows that the convergence criterion is not becoming closer to be met, but rather becoming farther from being met!  We do not believe that any statistician or non-statistician would choose to use a model where convergence is not reached or the model assumptions (i.e., all sub-table odds ratios are equal to 1) are violated.  Given the frequency of model convergence problems as discussed in Section 5, we can not recommend using maximum likelihood estimation as implemented through Lang and Agresti (Journal of the American Statistical Association, 1994) to model MRCV data.  
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