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12.2 Straight-Line Probabilistic Models 

Algebra Review
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Y = dependent variable

X = independent variable

b = y-intercept

m= slope of line; measures how fast (or slow) that y changes as x changes a by one-unit increase

2 Types of Models:

1) Deterministic: Exact Relationships

Ex. force = mass * acceleration  

2) Probabilistic: Deterministic and random error components

Ex. Sales volume is 10 times advertising plus random error

Y = 10X + (
where 
Y = sales



X = advertising 

(  = random error

10X is the deterministic component

The random error may be due to factors other than advertising 

In general, 

Y= Deterministic + Random Error


  = E(Y) + (
where 

E(Y) – “expected value of Y”;  what we expect Y to be on average

( is the random error

Origins of Regression:

“Regression Analysis was first developed by Sir Francis Galton in the latter part of the 19th Century.  Galton had studied the relation between heights of fathers and sons and noted that the heights of sons of both tall & short fathers appeared to ‘revert’ or ‘regress’ to the mean of the group.  He considered this tendency to be a regression to ‘mediocrity.’  Galton developed a mathematical description of this tendency, the precursor to today’s regression models.” (From page 26 of Neter, Wasserman, and Kutner 1990)
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