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13.6 The coefficient of determination (see section 12.8)

Multiple Coefficient of Determination
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where 


SSE = ((Y-
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SSR= Regression sum of squares 

=SS(total)-SSE

=((
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Note: Sincich switches to using the notation “SS(model)” for “SSR” on page 679

Interpretation 

100*R2% of the variation in Y can be explained by using the independent variables to estimate Y

Note

0(R2(1
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Warning

1. Use R2 as a measure of fit when the sample size is substantially larger than the number of variables in the model; otherwise, R2 may be artificially high.

Example Suppose the estimated model is 
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, and a random sample of size 2 is used to calculate 
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.  Then a scatter plot with the estimated regression line plotted upon would look something like:
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and R2 = 1.  In this case the sample size is not substantially larger than the number of variables in the model causing R2 to be artificially high.

2. As more variables are added to the model, R2 will always increase even if the additional variables do a poor job of estimating Y.

Solution  Use the Adjusted R2
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· 
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 can not be forced to increase like R2 can be by adding variables.

· 
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 adjusts for having “nonsense” variables (additional variables that do a poor job of estimating Y) added to the model that make R2 increase.

· USE 
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 INSTEAD OF R2
· The interpretation of 
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 is about the same as R2
· 
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 can be less than 0 

Example:  NBA guards data

Consider the model:
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PPM

 = 0.3210 + 0.0042*MPG

Part of the regression output:

Regression Statistics


Multiple R
0.359062137

R Square
0.128925618

Adjusted R Square
0.120468585

Standard Error
0.108679614

Observations
105

Since 
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=0.12, approximately 12% of the  variation in PPM can be explained by using MPG to estimate PPM.

Examine what happens to R2 and 
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 when additional variables are added to the model:

Model
R2
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PPM

 = 0.3210 + 0.0042*MPG
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PPM

 = -0.3532 + 0.0042*MPG + 0.0035*Height
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0.1595


[image: image25.wmf]Ù

PPM

 = -0.4022 + 0.0040*MPG + 0.0036*Height + 0.0006*FTP
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a) Remember that both height and MPG were significantly related to PPM in the model:
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PPM

 = -0.4022 + 0.0040*MPG + 0.0036*Height + 0.0006*FTP,
but FTP was not.  When a variable is added to the model that “may not” be useful, the 
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 decreased.  

Thus the decrease in 
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 after FTP is added to the model suggests that FTP may not be useful in estimating PPM.

b) Notice that R2 increased after each variable was added to the model. 

Note

1) The low 
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 of 0.1595 for 
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PPM

 =        -0.3532 + 0.0042*MPG + 0.0035*Height suggests the model may be poor in estimating PPM.  There may be more variables that could help estimate PPM and thus increase 
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.  

2) Even though 
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 is low, there still is a significant relationship between PPM and height & MPG.  Again, more variables would be helpful in the estimation of PPM.
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