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3.11 Case Example – College and HS GPA (GPA_3.11_example.sas)

Read example given in the book for this section.  

This example applies everything from Chapter 3 to the College and HS GPA data set.  The following will be examined: 

1) Diagnostics for predictor variable

2) Linearity of the regression model

3) Error variance

4) Independence of (i
5) Outliers

6) Normality of (i
7) Additional independent variables

1) Diagnostics for predictor variable

See p. 3.1-3.2 of the notes.  There were not any problems.  

2) Linearity of the regression model

Examine a plot of ei vs. Xi.  This plot can be obtained from PROC REG.  The points appear to be randomly scattered in the plot.  Therefore, there does not appear to be a transformation necessary.  
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3) Error variance

Examine a plot of ei vs. 
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.  This plot can be obtained from PROC REG.  The points appear to be randomly scattered in the plot.  Therefore, there does not appear to be a transformation necessary.  
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4) Independence of (i 
Examine a plot of ei vs. order of the observation.  This plot can be obtained using the following code (suppose PROC REG is used to create a data set called out_set1 that contains the residuals): 

*Create order variable for the sequence plot of the residuals;
data out_set2;

  set out_set1;

  order = _n_;

run;

*Sequence plot of the residuals;
proc gplot data=out_set2;

  plot residual*order / vaxis=axis1 haxis=axis2 frame vref=0 cvref=red;;

  title2 "Sequence plot of the residuals";

  axis1 label = (a=90 'Residual')

        length=10 ;

  axis2 label=('Order')

        length=14 ;

  symbol1 v=dot h=.1 cv=blue ci=red i=join;

run;

The points appear to be randomly scattered in the plot.  Therefore, the (i do not appear to be dependent.  
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5) Outliers

Examine a plot of 
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 with reference lines at 
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=–3 and 
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=3, stem-and-leaf plot of 
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, or box plot of 
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.  These plots can be obtained with the following code: 

*Find the semistudentized residuals;
*Note: this took two runs of the program where the first is used to find;
*  sqrt(MSE)= 0.29702;
data out_set3;

  set out_set1; *data set contains the residuals;
  semi_stud_resid = residual/0.29702; 

run;

title2 'Stem-and-leaf and boxplot of semistudentized residuals';

proc univariate data=out_set3 plot;

  var semi_stud_resid;

run;

*Create plot of semistudentized residual vs. predicted;
*  Make sure the order statement includes all Y-axis data 

   * values!!!!!!!!;
proc gplot data=out_set3;

  plot semi_stud_resid*predicted / vaxis=axis1 haxis=axis2 frame vref=0 

                                   vref=-3 vref=3 cvref=red;

  title2 "Semistudentized residual vs. predicted college GPA";

  axis1 label = (a=90 'Semistudentized Residual')

        length=10 

        order = (-4 to 4 by 1);

  axis2 label=('Predicted College GPA')

        length=10 ;

  symbol1 v=dot h=.1 cv=blue; 

run;
There are no 
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>3 or <-3.  Therefore, there does not appear to be any outliers.  

                       The UNIVARIATE Procedure

                      Variable:  semi_stud_resid

                               Moments

   N                          20    Sum Weights                 20

   Mean                        0    Sum Observations             0

   Std Deviation      0.97332559    Variance            0.94736271

   Skewness           -0.0786029    Kurtosis            -1.7257399

   Uncorrected SS     17.9998915    Corrected SS        17.9998915

   Coeff Variation             .    Std Error Mean      0.21764222

                      Basic Statistical Measures

            Location                    Variability

        Mean      0.00000     Std Deviation            0.97333

        Median   -0.13783     Variance                 0.94736

        Mode       .          Range                    2.78190

                              Interquartile Range      1.86466

                      Tests for Location: Mu0=0

           Test           -Statistic-    -----p Value------

           Student's t    t         0    Pr > |t|    1.0000

           Sign           M        -1    Pr >= |M|   0.8238

           Signed Rank    S        -2    Pr >= |S|   0.9563

                       Quantiles (Definition 5)

                       Quantile       Estimate

                       100% Max       1.357972

                       99%            1.357972

                       95%            1.218647

                       90%            1.064384

                       75% Q3         0.947754

                       50% Median    -0.137830

                       25% Q1        -0.916901

                       10%           -1.247545

                       5%            -1.351250

                       1%            -1.423929

                       0% Min        -1.423929

                         Extreme Observations

             ------Lowest-----        ------Highest-----

                Value      Obs            Value      Obs

             -1.42393       20         0.989122       18

             -1.27857       11         1.003482       13

             -1.21652       12         1.049444       10

             -1.15505       16         1.079323        7

             -1.01946       17         1.357972        3

           Stem Leaf                     #             Boxplot

              1 00014                    5                |

              0 7899                     4             +-----+

              0                                        |  +  |

             -0 321                      3             *-----*

             -0 866                      3             +-----+

             -1 43220                    5                |

                ----+----+----+----+

                            Normal Probability Plot

         1.25+                                  * *++*+   *

             |                           *** **+++

             |                         ++++++

             |                    +++** *

             |               ++++* **

        -1.25+      *   +*++* * *

              +----+----+----+----+----+----+----+----+----+----+

                  -2        -1         0        +1        +2
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6) Normality of (i
Examine a stem-and-leaf plot of 
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 or ei, box plot of 
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 or ei, or normal probability plot of 
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 or ei.  These plots can be obtained with the following code: 

*Find the semistudentized residuals;
*Note: this took two runs of the program where the first is used to 

* find sqrt(MSE)= 0.29702;
data out_set3;

  set out_set1;  *data set contains the residuals;
  semi_stud_resid = residual/0.29702; 

run;

title2 'Stem-and-leaf, boxplots, QQ plot of semistud. residuals';

proc univariate data=out_set3 plot;

  var semi_stud_resid;

  qqplot semi_stud_resid / normal(mu=est sigma=est) square;

run;

title2 'QQ plot of residuals';

proc univariate data=out_set3 plot;

  qqplot residual / normal(mu=est sigma=est) square;

run;

Notes:  

· The above code can be combined with the code examining for outliers.  

· Note that the estimate of sigma for the normal probability plot of 
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 should be approximately 1.

· Normal probability plots of ei and 
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 are shown here only to demonstrate that they give the same information!  

The normal probability plots show that there could be a problem with normality.  This is because the points on the plot tend to deviate from the straight line.  Also, the stem-and-leaf plot given in the outlier section above does not look approximately normal.  Transformations of the dependent variable should be considered.  

More notes:

· The ei plot line should go through (0,0) approximately and have slope (
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 plot line should go through (0,0) approximately and have slope ( 1 since standard deviation of the 
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( 1.  A line with a slope of 1 is a 45( line.  

· See p. 3.33 for what’s being plotted.  
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7) Additional independent variables (pizza consumption)

Examine a plot of ei vs. the new variable.  These plots can be obtained with the following code: 

*Read in the data set from a text file into a SAS data set called pizza1;
data pizza1;

  infile 'c:/chris/osu/stat4043/chapter2/data/college_GPA_pizza.txt';  

  input pizza Y; 

run;

*Put pizza variable with the residual data set;

*make sure everything is in the correct order!;
data pizza2;

  merge pizza1 out_set1;

run;

*Create plot residual vs. pizza;
proc gplot data=pizza2;

  plot residual*pizza / vaxis=axis1 haxis=axis2 vref=0 cvref=red frame;

  title2 "Residual vs. Pizza consumption";

  axis1 label = (a=90 'Residual')

        length=10; 

  axis2 label=('Pizza consumption')

        length=10 ;

  symbol1 v=dot h=.1 cv=blue ; 

    run;
The points appear to be randomly scattered in the plot.  Therefore, pizza consumption does not appear to be a useful additional variable.  
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Investigate transformation of Y: 

Although regression analysis is robust to nonnormality, some transformations are investigated.  

SAS code: 

*Try transformations;
data trans;

  set set1;

  log_Y = log(Y);

  sqrt_Y = sqrt(Y);

  inv_Y = 1/Y;

run;

title2 'The regression models using transformations';

proc reg data=trans;

  model log_Y = X ;

  symbol1 v=dot h=.1 cv=blue; 

  plot residual.*predicted. / nostat vref=0 cvref=red;

  output out=out_logtrans r=residual p=predicted;

  model sqrt_Y = X ;

  symbol1 v=dot h=.1 cv=blue; 

  plot residual.*predicted. / nostat vref=0 cvref=red;

  output out=out_sqrttrans r=residual p=predicted;

  model inv_Y = X ;

  symbol1 v=dot h=.1 cv=blue; 

  plot residual.*predicted. / nostat vref=0 cvref=red;

  output out=out_invtrans r=residual p=predicted;

run;

*Find the semistudentized residuals;
*Note: this took two runs of the program where the first is used to; 

*find sqrt(MSE)= 0.12943;
data out_logtrans2;

  set out_logtrans;

  semi_stud_resid = residual/0.12943; *get from regression output;
run;

title2 'Stem-and-leaf, boxplots, QQ plot of semistud. residuals';

title3 'Log transformation';

proc univariate data=out_logtrans2 plot;

  var semi_stud_resid;

  qqplot semi_stud_resid / normal(mu=0 sigma=1) square;

run;

*Find the semistudentized residuals;
*Note: this took two runs of the program where the first is used to 

*find sqrt(MSE)=  0.09616;
data out_sqrttrans2;

  set out_sqrttrans;

  semi_stud_resid = residual/ 0.09616; *get from regression output;
run;

title2 'Stem-and-leaf, boxplots, QQ plot of semistud. residuals';

title3 'Square root transformation';

proc univariate data=out_sqrttrans2 plot;

  var semi_stud_resid;

  qqplot semi_stud_resid / normal(mu=0 sigma=1) square;

     run;
*Find the semistudentized residuals;
*Note: this took two runs of the program where the first is used to find;
*  sqrt(MSE)=   0.07484;
data out_invtrans2;

  set out_invtrans;

  semi_stud_resid = residual/0.07484; *get from regression output;
run;

title2 'Stem-and-leaf, boxplots, QQ plot of semistudentized residuals';

title3 'Inverse transformation';

proc univariate data=out_sqrttrans2 plot;

  var semi_stud_resid;

  qqplot semi_stud_resid / normal(mu=0 sigma=1) square;

run;
run;
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QQ plot for log transformation:
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QQ plot for square root transformation:
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QQ plot for inverse transformation:
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Comments:

1. The normal probability plots using 
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 and 1/Y as the dependent variable have not improved.  

2. The normal probability plot using log(Y) looks better than before.  

3. The log transformation appears to work the best.

4. Use the model without any transformations or the log(Y) transformation.

5. Note that with a sample size of only 20, it is difficult to assess the normality assumption of the regression model.  

3.10 Exploration of shape of regression function

Read on your own.  
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