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3.4 Overview of tests involving residuals, 3.5 Correlation test of normality, and 3.7 F test for lack of fit 

Instead of using graphical analysis 
only to do diagnostics, formal hypothesis tests can be done.

Read on your own.

3.6 Tests for constancy of error variance

Modified Levene’s Test

This test can be used when the error variance consistently increases or decreases as a function of X.  The test still works even if the normality assumption of the (i is violated
.  

1. Find the residuals.

2. Divide the data into two groups using the median of X. Denote the corresponding residuals as ei1 and ei2.  

3. Find the median residual value, 
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, for both groups.  

4. Find the absolute deviation of the residuals about their median: di1=|ei1-
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| and di2=|ei2-
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5. Use the standard two-sample t-test for population means to conduct the hypothesis test.  
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n1=number of observations in group 1

n2=number of observations in group 2
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=sample mean of dij for group j

This test statistic has approximately a t(n-2) distribution under the hypothesis of constant variance.  

Note that the test statistic is measuring the average deviation from the residual median for each group.  To understand the statistic, think about what would happen if the di1’s where much larger than the di2’s.  

Example: College and HS GPA (GPA_levene_BP_tests.sas)

See the above SAS program for the code that is used to create the modified Levene test.  This code can be modified for the homework.  

The test statistic is 
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 and the p-value is 0.7851.  

There is not sufficient evidence against the constant variance assumption.  

From the SAS program: 

	X
	Y
	eij 
	group
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	dij

	2.35
	2.3
	-0.052
	1
	-0.077
	0.026

	2.05
	1.9
	-0.242
	1
	-0.077
	0.165

	2.32
	2.6
	0.269
	1
	-0.077
	0.347

	0.83
	1.6
	0.312
	1
	-0.077
	0.389

	1.85
	2.3
	0.298
	1
	-0.077
	0.375

	1.22
	1.8
	0.239
	1
	-0.077
	0.316

	1.48
	1.4
	-0.343
	1
	-0.077
	0.266

	2.28
	2
	-0.303
	1
	-0.077
	0.226

	2.28
	2.2
	-0.103
	1
	-0.077
	0.026

	1.88
	1.6
	-0.423
	1
	-0.077
	0.346

	3.04
	3.1
	0.265
	2
	0.090
	0.175

	2.7
	3
	0.403
	2
	0.090
	0.313

	2.83
	2.5
	-0.188
	2
	0.090
	0.278

	4.32
	3.7
	-0.030
	2
	0.090
	0.120

	3.39
	3.4
	0.321
	2
	0.090
	0.230

	2.69
	2.8
	0.210
	2
	0.090
	0.120

	2.39
	2
	-0.380
	2
	0.090
	0.470

	3.65
	2.9
	-0.361
	2
	0.090
	0.451

	3.83
	3.2
	-0.187
	2
	0.090
	0.277

	4
	3.8
	0.294
	2
	0.090
	0.204


Breusch-Pagan Test

Assumes the error terms are:

· Normally distributed (different from Levene)

· Variance of (i, denoted by 
[image: image10.wmf]2

i

s

, is related to X by 
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 where “log” means natural log.  This means that 
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 increases or decreases with Xi depending on the value of (1.  Note that if (1=0, then we have constant variance!

Test H0:(1=0 vs. Ha:(1(0.  

Test statistic: 
[image: image13.wmf]
where 

SSR( is the regression sum of squares when regressing e2 on X and SSE is the usual sum of square error.  

In large samples, this test statistic has approximately a (2 distribution 
with 1 degree of freedom.  See table B.3 for percentiles of the chi-square distribution and p.670 for a review of the (2 distribution.

Steps:

1. For the regression model E(Yi)=(0+(1Xi, find the residuals and SSE.

2. Using the squared residuals as the dependent variable and X as the independent variable, find SSR( for this model. 

3. Calculate the test statistic and p-value.

Example: College and HS GPA  (GPA_levene_BP_tests.sas)

*Get the residuals;
title2 'GPA example regression';

proc reg data=set1;

  model Y = X / r;

  output out=out_set1 r=residual;

run;

*This set of code is for getting SSR* from the e^2 = bo + b1X; 

* model;
data BP_set;

  set out_set1;

  e_sq = residual**2;

run;

title2 'Get SSR from output for BP test';

proc reg data=BP_set;

  model e_sq = X;

run;

*Using the SSR from above and the SSE from the first PROC REG, the; 

* code below finds the test statistic and p-value.  Note that this; 

* program needs to be run more than once so that the SSR*, SSE, and; 

* n can be entered;  

data BP1;

  input sse ssr_star n;

  X_sq = (SSR_star/2) / (SSE/n)**2;

  p_value = 1-probchi(X_sq, 1); *Probchi finds P(B<___) where B~(1
  datalines;

     1.58797 0.00247 20

     ;

run;
proc print data=BP1;

run;
Part of output:

Obs      sse      ssr_star     n      X_sq    p_value

1     1.58797     .00247      20    0.19590    0.65805

[image: image14.wmf]
p-value = 0.65805

There is not sufficient evidence against the constant variance assumption.  

Example: Perform the modified Levene and Breusch-Pagan tests for the data set in log_trans.sas.  

Levene

Test statistic: -5.26

P-value: <0.0001

BP

Test statistic: 39.55

P-value: <0.0001
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