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Chapter 9: Building the regression model II: Diagnostics

9.1 Model adequacy for a predictor variable – partial regression plots

Review: 

1. Extra sum of squares: Measurement of the reduction of the sums of squares when an independent variable is added to the model given a set of independent variables are already in the model.  For example, SSR(X2|X1) = SSE(X1) – SSE(X1,X2).

2. ei vs. Xik plot (residuals vs. kth independent variable): Determine the appropriateness of the specified relationship between Xk and Y.  For example, if there is a random scattering of points, the relationship between Xk and Y is specified correctly.  If there is a relationship between the points of ei vs. Xik (for example, a quadratic relationship), this suggests Xik is not specified correctly in the model.  

The problem with #2 is that it does not necessarily give information about the marginal relationship between Xk and Y given all of the independent variables in the model.  

Solution: Use partial regression plots.  SAS calls these partial regression leverage plots.  

Suppose there are only two independent variables – X1 and X2.  The steps to create a partial regression plot for X1 are:

1. Fit the model using Y as the dependent variable and X2 as the independent variable.  Obtain the residuals.  Symbolically, 
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2. Fit the model with X1 as the dependent variable and X2 as the independent variable.  Obtain the residuals.  Symbolically, 
[image: image3.wmf]i1201i2

ˆ

ˆˆ

X(X)X

**

=b+b

 and 
[image: image4.wmf]i12i1i12

ˆ

e(X|X)XX(X)

=-

.

3. Plot 
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If there are more than two independent variables in the model, then plot 
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.  In addition, make the appropriate changes to do partial regression plots for X2, X3,…, Xp-1.

Interpretation:

The partial regression plot helps to find the correct functional form of an independent variable in a multiple regression model.  

Suppose the only independent variables are X1 and X2.  Below are example partial regression plots: 
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Notes: 

1. Remember what a t-test does – it tests the linear relationship between Y and Xk given all of the other variables in the model.  Therefore, the partial regression plots and t-tests partially give the same information.  With the partial regression plots, there is also information about the type of relationship between Y and Xk.

2. The partial regression plots are dependent on which independent variables are present in a model.  

3. See Figure 9.2 of NKNW for an additional interpretation of partial regression plots.  This further helps to relate partial regression plots to extra sum of squares.

4. Partial regression plots also help to identify outliers and “leverage” or influential points (more on this later).  

Example: NBA guard data (nba_ch9.sas)

From using the model selection procedures in Chapter 8, the best model includes the variables MPG, Height, FGP, and Age.  Next, we want to determine if changes to the independent variables need to be made.  

SAS code:

title2 ‘Create the partial regression plots';

proc reg data=set1;  

  model PPM = MPG Height FGP Age / partial;

run;

SAS does all of the regression model calculations itself, and plots the necessary residuals for each term in the MODEL statement.  

SAS puts the partial regression plots in the output window, not the graphics window.  Unfortunately, these plots are not very “graphically sophisticated”.  A number “1” on a plot represents 1 data point falls on that spot.  A number on a plot represents “2” data points fall on that spot… 

 The REG Procedure

                               Model: MODEL1

                         Dependent Variable: PPM

                           Analysis of Variance

                                   Sum of          Mean

 Source                  DF       Squares        Square   F Value   Pr > F

 Model                    4       0.42645       0.10661     10.99   <.0001

 Error                  100       0.97026       0.00970

 Corrected Total        104       1.39671

           Root MSE              0.09850    R-Square     0.3053

           Dependent Mean        0.42355    Adj R-Sq     0.2775

           Coeff Var            23.25614

                           Parameter Estimates

                        Parameter       Standard

   Variable     DF       Estimate          Error    t Value    Pr > |t|

   Intercept     1       -0.76426        0.29444      -2.60      0.0109

   MPG           1        0.00313        0.00105       2.97      0.0037

   Height        1        0.00434        0.00138       3.15      0.0022

   FGP           1        0.00952        0.00236       4.04      0.0001

   Age           1       -0.00519        0.00293      -1.77      0.0795

                             The REG Procedure

                               Model: MODEL1

                     Partial Regression Residual Plot

     „ˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒ†

 PPM ‚                                                                    ‚

     ‚                                                                    ‚

 0.4 ˆ                                                                    ˆ

     ‚                                                                    ‚

     ‚                                                                    ‚

     ‚          1 1                                                       ‚

     ‚                                                                    ‚

 0.3 ˆ                                                                    ˆ

     ‚                1                                                   ‚

     ‚                      1                                             ‚

     ‚                                                                    ‚

     ‚                                                                    ‚

 0.2 ˆ              1                                                     ˆ

     ‚                                                                    ‚

     ‚            1                                                       ‚

     ‚                   1                                                ‚

     ‚       1            1  1    1 1                                     ‚

 0.1 ˆ         1     1      1           1                                 ˆ

     ‚                11      1        1  1       1                       ‚

     ‚                   1  12   1                                        ‚

     ‚         1   1        11    1        1                              ‚

     ‚         1  2  1     1    21  2     1 1             1               ‚

 0.0 ˆ             1    11     1 1   1    1                               ˆ

     ‚           1            1  111   1  11  11                          ‚

     ‚          1      1 111  1                                           ‚

     ‚    1             1    1      11  11 2                              ‚

     ‚           1       12  11  1                                        ‚

-0.1 ˆ               1    1   1   1                                       ˆ

     ‚                   1 1211            1                              ‚

     ‚            1              3 1  2                              1    ‚

     ‚                                1                                   ‚

     ‚                                                                    ‚

-0.2 ˆ                                                                    ˆ

     ‚                                                                    ‚

     ‚                                                                    ‚

     ŠˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒƒƒƒƒˆƒŒ

    -0.08 -0.06 -0.04 -0.02 0.00  0.02  0.04  0.06  0.08  0.10  0.12  0.14

                                   Intercept


This above plot can be ignored.  

Below is the plot of e(PPM | Age, Height, FGP) vs. e(MPG | Age, Height, FGP)
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At least a linear relationship, possibly a quadratic relationship.  
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At least a linear relationship, possibly a quadratic relationship.  
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A linear relationship.  
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There does not appear to be much a relationship
. 

9.2 Identifying outlying Y observations – studentized deleted residuals 

When there is only 1 independent variable, identifying outliers is not too difficult.  Below is a partial reproduction of Figure 9.5 in NKNW: 
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1. Outlying point with respect to its Y value.  May not be very influential to the regression model fit since there are similar X values.

2. Outlying point with respect to its X and Y value.  May not be very influential to the regression model fit since the Y value is consistent with the others.

3. Outlying point with respect to its X value.  May be influential since the X value is outlying and not consistent with respect to the other X values.  

In multiple regression, we generally can not look at plots as shown above (too many dimensions).  Therefore, we need to look at numerical measures that give information about a particular observation being outlying or not. 

Residuals and semistudentized residuals (Chapters 1 and 3)
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Remember that 
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 is not quite the estimated variance of ei.  Thus, 
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 is not quite a random variable with variance of 1.  

Hat matrix (Chapters 5 and 6)

Remember that: 

H=X(X(X)-1X(, 
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Cov(e) = (2(I-H), and 
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Note that H is a n(n matrix with elements of
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And, Cov(e) is
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Thus, Cov(e1, e1) = Var(e1) = (2(1-h11), Var(e2)=(2(1-h22), … Var(en)=(2(1-hnn).  In general, Var(ei)=(2(1-hii)

The estimated variance of the ith residual is 
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The studentized residual is:
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Deleted residuals

From Chapter 8, PRESS prediction error = Yi - 
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Example: Let i=3.  Then the PRESS prediction error = Y3 - 
[image: image23.wmf]3(3)

ˆ

Y

.  To obtain 
[image: image24.wmf]3(3)

ˆ

Y

, a regression model is fit to the data where observation 3 is removed from the data set.  For observation 3’s X1,…,Xp-1, the predicted Y value is obtained - 
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.  

NKNW calls di=Yi - 
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ˆ

Y

 the deleted residual for the ith observation.  

Notes: 

1. Suppose Xi is very influential on the regression model fit (for example, point #3 on p. 9.11).  Then the regression line will be “pulled” toward (Xi,Yi) resulting in a 
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 “close” to Yi.  If this observation is deleted from the data set and a new regression model is fit, 
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 will not be as “close” to Yi.  This will result in a di that is larger (in absolute value) than ei.  

2. Suppose Xi is not very influential on the regression model fit (for example, a point within the main cluster of points on p. 9.11).  The regression line will not be heavily influenced by (Xi,Yi).  Thus, di should be about the same as ei.

From Section 6.7, the estimated variance of a “new” observation is
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for Xh=(1, Xh1, Xh2, …, Xh,p-1)(.  This variance is used in calculating prediction intervals.  

Since the ith observation is removed from the data set in calculating di, the ith observation can be thought of as a “new” observation and the estimated variance from Section 6.7 can be used for its variance.  Thus, studentized deleted residual is: 
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where MSE(i) is the MSE from the model where the ith observation is deleted.  Also, X(i) has the row of X corresponding to the ith observation deleted.  Note that ti~t(n-p-1) where the degrees of freedom comes from n-1 observations and p parameters.  

It can be shown that 
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so that fitting n different regression models is not necessary to calculate di.  Also, 
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since H=X(X’X)-1X(.  Thus, the studentized deleted residual can be rewritten as: 
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One more expression can be found for the studentized deleted residuals!  Note that 
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Thus,
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Therefore, n different regression models DO NOT need to be calculated!

Test for outlying Y observations

NKNW recommend doing the following (p.374) for studentized deleted residuals:

Use a Bonferroni critical value of t[1-(/(2n); n-p-1] to determine if the observation is an outlier.  In other words, Ho: Not outlier vs. Ha: outlier.  If 

-t[1-(/(2n); n-p-1] < ti < t[1-(/(2n); n-p-1] 

then there is not sufficient evidence that the ith observation is an outlier. Otherwise, if ti does not fall within the above interval, then the ith observation is an outlier.  

Use the same method for studentized residuals, but use n-p degrees of freedom. 

Problem: t[1-(/(2n); n-p-1] typically is large since the number of tests being done is n (n is equivalent to g in Chapter 4).  Therefore, this procedure will be VERY conservative. 

Advice: 

1. Use NKNW’s Bonferroni procedure.  

2. Also, examine t[1-(/2; n-p-1] as the critical value.  If |ti| > t[1-(/2; n-p-1], then the ith observation should be investigated further as a “possible” outlier.  Use a low ( level for this procedure (((0.01).  

Example: NBA guard data (nba_ch9.sas)

Find studentized residuals and studentized deleted residuals using PROC REG.  

SAS code: 

data t_set;

  input alpha n p;

  *studentized residual critical value;
  t_stud_res1 = tinv(1-alpha/2, n-p); 

  *studentized residual critical value with Bon. adj.;
  t_stud_res2 = tinv(1-alpha/(2*n), n-p); 

  *studentized deleted residual critical value;
  t_stud_del_res1 = tinv(1-alpha/2, n-p-1); 

  *studentized deleted residual critical value with Bon. adj.;
  t_stud_del_res2 = tinv(1-alpha/(2*n), n-p-1); 

  datalines;

  0.05 105 4
  ;

run;

title2 'T distribution values';

proc print data=t_set;

run;

title2 'PROC REG output';

proc reg data=set1;  

  model PPM = MPG Height FGP Age / partial r influence;

  id last_name;

  output out=out_set1 residual=residual student=stud_res 

         rstudent=s_del_res;

  symbol1 v=dot h=.1 cv=blue; 

  plot student.*predicted. / nostat vref=0 cvref=red vref=1.98397 

                             3.61267 -1.98397 -3.61267;

  plot rstudent.*predicted. / nostat vref=0 cvref=red vref=1.98422 

                              3.61391 -1.98422 -3.61391;

run;

title2 'Observations that have possible outlying Y observations';

proc print data=out_set1;

  where stud_Res>1.98397 or stud_Res<-1.98397 or s_del_res>1.98422 or 

        s_del_res<-1.98422;

  var last_name first_initial residual stud_res s_del_res;

run;

Part of the SAS output is below.  Since SAS produces so much output, only parts of it are shown.   

 




 T distribution values

                                           t_stud_    t_stud_     t_stud_     t_stud_

               Obs    alpha     n     p      res1       res2     del_res1    del_res2

         
    1      0.05    105    5    1.98397    3.61267     1.98422     3.61391
Some PROC REG output removed from here. 

 Output Statistics

                       Dep Var Predicted    Std Error           Std Error  Student

       Obs last_Name       PPM     Value Mean Predict  Residual  Residual Residual   -2-1 0 1 2

         1 Abdul-Ra     0.5668    0.4482       0.0194    0.1186    0.0966    1.228 |      |**    |

         2 Adams        0.4086    0.3835       0.0251    0.0251    0.0953    0.263 |      |      |

         3 Ainge        0.4419    0.4330       0.0220  0.008934    0.0960   0.0930 |      |      |

         4 Anderson     0.4624    0.4474       0.0239    0.0150    0.0955    0.157 |      |      |

         5 Anthony      0.2719    0.3874       0.0139   -0.1155    0.0975   -1.185 |    **|      |

         6 Armstrso     0.3998    0.4877       0.0158   -0.0879    0.0972   -0.904 |     *|      |

         7 Bagley       0.2371    0.3485       0.0388   -0.1114    0.0906   -1.230 |    **|      |

         8 Barros       0.4393    0.3666       0.0183    0.0727    0.0968    0.751 |      |*     |

         9 Barry        0.3667    0.3503       0.0237    0.0164    0.0956    0.172 |      |      |

        10 Battle       0.4455    0.3234       0.0207    0.1221    0.0963    1.268 |      |**    |

                                 Cook's                 Hat Diag         Cov

                 Obs last_Name        D     RStudent           H       Ratio      DFFITS

                   1 Abdul-Ra     0.012       1.2316      0.0388      1.0139      0.2475

                   2 Adams        0.001       0.2618      0.0647      1.1204      0.0689

                   3 Ainge        0.000       0.0926      0.0499      1.1062      0.0212

                   4 Anderson     0.000       0.1558      0.0591      1.1162      0.0390

                   5 Anthony      0.006      -1.1869      0.0200      0.9998     -0.1694

                   6 Armstrso     0.004      -0.9034      0.0258      1.0360     -0.1470

                   7 Bagley       0.056      -1.2336      0.1549      1.1529     -0.5282

                   8 Barros       0.004       0.7497      0.0344      1.0587      0.1416

                   9 Barry        0.000       0.1711      0.0577      1.1143      0.0424

                  10 Battle       0.015       1.2718      0.0443      1.0147      0.2739

                

    -------------------------DFBETAS-------------------------

                 Obs last_Name Intercept         MPG      Height         FGP         Age

                   1 Abdul-Ra     0.1216      0.1514     -0.0829     -0.0487     -0.1440

                   2 Adams        0.0457      0.0348     -0.0491     -0.0258      0.0187

                   3 Ainge       -0.0106     -0.0012      0.0065      0.0014      0.0171

                   4 Anderson     0.0192      0.0266     -0.0110     -0.0132     -0.0235

                   5 Anthony     -0.0898     -0.0425      0.0441      0.1050      0.0455

                   6 Armstrso     0.0031     -0.0359      0.0135     -0.0830      0.0553

                   7 Bagley       0.2661      0.1528     -0.3245      0.1947     -0.2378

                   8 Barros       0.1026     -0.0463     -0.1051      0.0064     -0.0180

                   9 Barry        0.0032     -0.0093      0.0122     -0.0244     -0.0141

                  10 Battle       0.0502     -0.1524     -0.0605     -0.0702      0.1697
(Note that all 105 observations have this same information printed to the SAS output window)

     


     Sum of Residuals                           0

                            Sum of Squared Residuals             0.97026

                            Predicted Residual SS (PRESS)        1.09373
Results from PROC PRINT:

Observations that have possible outlying Y observations

                           last_     first_                              s_del_

                    Obs     Name     Initial    residual    stud_res       res

                     21    Cheeks      M.       -0.17948    -2.00060    -2.03164

                     37    Green       S.        0.29974     3.22090     3.38515

                     52    Jordan      M.        0.29577     3.07912     3.22014

                     53    Kimble      B.        0.24990     2.59464     2.67318

                     72    Phills      B.        0.25289     2.66643     2.75273
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Notes: 

1. The ID statement is used to identify the values for each player.  Note that if “partial” is used as an option in the MODEL statement, SAS uses the first letter of the last name as the plotting point in the partial regression plots.  

2. The ri vs. 
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 can be used instead of the 
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 plot to check for outliers, nonconstant variance,… 

3. Using critical values without Bonferroni adjustments produces a few potential outliers.  Using critical values with Bonferroni adjustments does not produce any outliers.  These potential outliers should be examined more closely (we will later).  Notice the difference between the critical values!  

4. (=0.05 is used for the critical values without the Bonferroni adjustments.  Possibly (=0.01 should have been used to be more cautious in declaring an observation as a potential outliers.  

9.3 Identifying outlying X observations – hat matrix leverage values

The diagonal elements of the hat matrix, hii, are useful in detecting outlying X observations.  

hii measures distance of the ith observation to the mean (center) of all observations.  The farther away from the mean, the larger the hii.  See Figure 9.6 of NKNW.  

Example: Advertisement responses (ad_responses_ch9.sas) 

This is the same example from Chapter 6.  The purpose is to use size (inches2)of an advertisement and the circulation (10,000) of the newspaper to predict the number of advertisement responses.  

	Ad. Responses
	Size
	Circulation

	100
	1
	20,000

	400
	8
	80,000

	100
	3
	10,000

	300
	5
	70,000

	200
	6
	40,000

	400
	10
	60,000


The hii values are obtained from PROC REG and output to a SAS data set using the following code. 

proc reg data=set1;  

  model ad_resp = size circ / influence;

  output out=out_set1 h=h;

run;

After some data set manipulations and using a PROC MEANS to find the average value of size and circulation, the following plot is obtained using PROC GPLOT.  
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The values plotted with the points are the actual hii values.  Notice that as the points get farther from the mean, the hii values increase.  

Be careful with the interpretation of the above plot since size and circulation are on different scales.  

Notes:

1) Properties of hii’s: 0(hii(1 and (hii=p (check this for the last example)

2) hii is often called the “leverage” of the ith observation. 

3) If the ith observation is outlying in terms of the X values, it has substantial leverage on determining the fitted value for 
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4) The larger is hii, the more important Yi is to determining 
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.  Remember that 
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 is a linear combination of hii’s.  

5) The larger is hii, the smaller are the denominators of rj and ti (i.e., the estimated variances) since 
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.    Examine what happens in the extreme case of hii close to 1.  

6) Since the estimated regression line is pulled toward observations with high leverage, ei may not be large relative to the rest of the residuals.  

7) Rule of thumb for determining if hii is “large”: 

a) hii > 2p/n where p/n can be shown to be the mean of hii
b) hii > 0.5 indicates very high leverage, 0.2<hii(0.5 indicate moderate leverage.  

These rules apply only when the sample size is “large” relative to the number of parameters in the model (see NKNW example on p. 377).  

8) Large hii are values are not necessarily bad!  
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9) Read “Use hat matrix to identify hidden extrapolation” on your own.

Example: HS and College GPA data set (HS_GPA_ch9.sas)

Suppose the following value is added to the data set 
(HS GPA, College GPA) = (X, Y) = (4.35, 1.5).  Therefore, the student had a good GPA in HS, but a low GPA in college. 

Below is the SAS code used to analyze the “new” HS and college GPA data set.  

*Read in the data set from a text file into a SAS data set called set1;
data set1;

  infile 'c:/chris/osu/stat4043/chapter1/data/HSGPA_CollegeGPA.txt';  

  input X Y; 

run;

*Create a new observation that will have potentially large leverage;
data extra;

  input X Y;

  datalines;

  4.35 1.5

  ;

run;

*Put the data sets together;
data set2;

  set set1 extra;

run;

title2 'The GPA data set';

proc print data=set2;

run;

title2 'Get h_ii values';

proc reg data=set2;  

  model Y = X / influence;

  output out=out_set1 h=h;

run;

*Round the h_ii values for the plot;
data out_set2;

  set out_set1;

  h_round = round(h,0.01);

run;

*Create scatter plot with estimated regression line;
proc gplot data=out_set2;

  plot Y*X / vaxis=axis1 haxis=axis2 frame grid;

  title2 "College GPA vs. HS GPA";

  axis1 label = (a=90 'College GPA')

        length=12 ;

  axis2 label=('HS GPA')

        length=12 ;

  symbol1 pointlabel=("#h_round" h=0.5) v=dot h=.2 cv=blue ci=red 

          i=RL;

run;

Below is the plot produced by PROC GPLOT.  Notice that (4.35, 1.5) has a large hii relative to most of the other observations – although it is not the largest.  
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To compare the fit of the estimated regression line with and without the (4.35, 1.5) observation, the plot below is produced (see the SAS program for code).  Notice that the estimated regression line is pulled toward (4.35, 1.5).   The plotted hii values correspond to the model with (4.35, 1.5).   

The observation has a lot of “leverage” with regards to being able to pull the estimated regression toward itself.  
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Below are two more plots.  The left plot uses the additional observation of (4,1.5) and the right plot uses (4.9, 1.5).  Examine hii and the estimated regression line. The plotted hii values correspond to the model with the extra observation.   
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Example: NBA guard data (nba_ch9.sas)

The hii values are printed in the SAS output given in the previous NBA guard example.  To plot hii vs. the observation number, the following statement can be inserted after the last plot statement: 

  plot h.*obs. / nostat vref=0 cvref=red vref=0.095 0.2 0.5;
Horizontal lines are drawn at 2p/n=2(5/105=0.095, 0.2, and 0.5 to help show large hii values.  

The plot from PROC REG: 
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Suppose h=h is added to the output statement:

 output out=out_set1 residual=residual student=stud_res 

        rstudent=s_del_res h=h;
And the following PROC PRINT is used to print potentially large hii values:

title2 'Observations that have large h_ii values';

proc print data=out_set1;

  where h>0.095;

  var last_name first_initial h residual stud_res s_del_res;

run;
The output from PROC PRINT:

           
     last_       first_                                         s_del_

             Obs    Name        Initial       h       residual    stud_res       res

               7    Bagley        J.       0.15492    -0.11142    -1.23042    -1.23363

              14    Bogues        T.       0.20122    -0.03455    -0.39243    -0.39077

              21    Cheeks        M.       0.17050    -0.17948    -2.00060    -2.03164

              24    Crotty        J.       0.09624    -0.00522    -0.05572    -0.05544

              37    Green         S.       0.10740     0.29974     3.22090     3.38515

              48    Jennings      K.       0.21158     0.04279     0.48923     0.48736

              98    Webb          S.       0.11498     0.09281     1.00158     1.00159

      104    Woods         R.       0.10017     0.13570     1.45226     1.46046

More will be done with these observations later. 
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