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13.12 Model Building: Comparing nested models

Model A is nested within model B 

Model B has all the terms of model A and at least an additional term (Note: A model term is for example, 
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Reduced Model: Model A

Complete Model: Model B

Example: 

Reduced Model: E(Y)=(0 + (1X1 

Complete Model: E(Y)=(0 + (1X1 + (2X2
Example: 

Reduced Model: E(Y)=(0 + (1X1 + (2X2 

Complete Model: E(Y)=(0 + (1X1 + (2X2 + (3X3 

Complete Model: E(Y)=(0 + (1X1 + (2X2 + (3X3 + (4X4
etc…

Goal of model building

Find the smallest model that best estimates the dependent variable. 

i.e. Find the most parsimonious model that best estimates Y.

i.e. Want the simplest (smallest number of terms possible) model that still does a good job of estimating Y

How do we find the most parsimonious model?  Do hypothesis tests for the (’s

T-test: Tests importance of one variable (Section 13.5).  If a variable is non-significant, it is often removed from the model.

“Overall” F-test: Tests importance of all the variables (Section 13.7).

“Nested” F-test: Compares a reduced to a complete model (Section 13.12).

· This test is in-between the above two

· Can test if 1 or 2 or 3, …, or k  variables are useful for estimating Y.

· If a group of variables are found to be non-significant, they are often removed from the model.

Hypothesis test steps for a nested F-test 

1) Ho: Reduced Model – 

E(Y)=(0 + (1X1 + ( + (gXg 

Ha: Complete Model –

E(Y) = (0+ (1X1 + ( + (gXg + (g+1Xg+1+ ( + (kXk
Restated in another way:

Ho: (g+1 = ( = (k=0  (Note: there are 

k-g (’s =0)

Ha: At least one of the (’s in Ho are 

      not 0 
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or equivalently,
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where 

SSER = SSE for reduced model

SSEC = SSE for complete model

k = # of variables in complete 

      model (k+1 = # of (’s in the  

complete model)

g = # of variables in the reduced 

model

n = sample size

Note:

· SSEC measures the prediction error in the complete model

· SSER measures the prediction error in the reduced model

· Since SSER measures the error of a model with less variables than the complete model, SSER > SSEC.

· SSER – SSEC measures how much prediction error is created by removing the k-g variables from the complete model (remember there are k-g (=0 in Ho)

· If SSER – SSEC is small, then F will be small leading to a “don’t reject Ho” result.  This suggests that since the prediction error is not affected much by the removal of variables, the reduced model may be better than the complete model. 

· If SSER – SSEC is large, then F will be large leading to a “Reject Ho” result.  This suggests that since the prediction error has increased by a lot when the group of independent variables are removed. Therefore, use the complete model. 

2) F(, k-g, n-(k+1)
k-g = numerator D.F.

n-(k+1) = denominator D.F.

3) Reject or don’t reject Ho
4) Conclusion

· Reject Ho: The ____ variables are important in predicting   Y (complete model is better).

· Don’t reject Ho: There is not sufficient evidence to show that _____  variables are important in predicting  Y (reduced model may be better).

Example: NBA guard data

Determine if FGP (field goal percentage) and FTP (free throw percentage) are important in estimating PPM for the model E(PPM) = (0 + (1MPG + (2Height + (3FTP + (4FGP (Note: This is the complete model).  Use (=0.05.
1)   Ho: (3=(4=0

H1: At least one of the (’s does not

      equal to 0
For the complete model: 

ANOVA







df
SS
MS
F
Sign. F

Regression
4
0.3962
0.0990
9.8998
0.0000

Residual
100
1.0005
0.0100



Total
104
1.3966




For the reduced model:

ANOVA







df
SS
MS
F
Sign. F

Regression
2
0.2453
0.1227
10.8686
0.0001

Residual
102
1.1513
0.0113



Total
104
1.3966





[image: image4.wmf]C

o

C

R

MSE

)

H

in

s

'

/(#

]

SSE

SSE

[

F

b

-

=


   
[image: image5.wmf]54

.

7

0100

.

0

2

/

]

0005

.

1

1513

.

1

[

=

-

=


2)  F(, k-g, n-(k+1) = F0.05, 4-2, 105-5 = 3.0873
3) Since 7.54 > 3.0873 reject Ho
4) The FGP and FTP variables are important in estimating PPM.  The complete model is better than the reduced model.  
Note: 

To calculate a p-value for a Nested F-test, use the Excel function:

=fdist(F, k-g, n-(k+1) )

where F is the test statistic, k-g is the numerator degrees of freedom, and n-(k+1) is the denominator degrees of freedom.  

( 1999 Christopher R. Bilder
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